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Introduction
It is not controversial to point to AI, and in particular GenAI, as the next generational shift in com-
puting. Similar to prior waves that took us from mainframes to PCs to mobile phones to cloud 
data centers, each shift has required a rethinking of computing architectures, processor design, 
and systems engineering. In our view, AI is no different, taking many learnings from the PC and 
mobile eras and shifting them into the data center. Technical capabilities like parallel computing, 
system on a chip (SoC), software-defined infrastructure, and systems science are not new, but AI 
has emerged as a new, large-scale workload that can make use of all these capabilities.

In past reports, the William Blair technology team has discussed the shifts caused by the rise of 
GenAI since the launch of ChatGPT in November 2022, and how this new technology has reshuffled 
investments and demand for new infrastructure (network, storage), data services, and security. 
See our GenAI primer (Generative AI: The New Frontier of Automation) and enterprise GenAI re-
port (The Generative AI Toolchain: How Enterprises Turn Hype Into Reality). In this report, we dig 
one level deeper to understand fundamentally how the rise in AI impacts the computing layer and 
with it the entirety of data center infrastructure technology.

Key Takeaways
It’s Not Just Better Chips, It’s Better Systems
Traditional semiconductor companies have increasingly set their eyes on layers higher up the 
stack, with increased verticalizations in designs and architectures, shifting the core unit of com-
pute from the chip to the broader computing system. Companies like Nvidia do not view them-
selves as chip providers but rather as builders of entire computers, where the integration of chips, 
storage, networking, and software plays a key role in driving performance improvements. In our 
view, this systems-level approach creates a more substantial and sustainable technical moat for 
chip vendors like Nvidia than what we’re accustomed to seeing in past cycles in the semiconductor 
industry. For example, the DGX system offered by Nvidia is a complex computer system, compris-
ing 35,000 different components designed to work together to deliver better performance for AI 
workloads. DGX, like all of Nvidia’s solutions, runs the long-established compute unified device 
architecture (CUDA software) that allows developers to program on top of Nvidia GPUs. The high 
costs of AI infrastructure—due to the scale and sophistication of systems required—have been a 
catalyst to vertically integrate more of the semiconductor and IT stack value chain into system-
level solutions optimized for a particular use-case. Because of the scale of these systems, incre-
mental improvements in performance or energy efficiency can have a dramatic impact on costs. In 
the AI era, as the emphasis in computing moves from chips to comprehensive systems, we expect 
systems companies will accrue the bulk of semiconductor revenue, largely overshadowing discrete 
chip makers.

AI Represents the Next Generational Shift in Computing
Almost two years following the release of ChatGPT, it is becoming clear that AI represents the key 
new paradigm for the computing world, requiring a reshuffling of design, architecture, and supply 
chains to address a burgeoning set of use-cases and workloads. AI follows prior generational shifts 
in computing, including the shift from mainframe to PCs in the 1980s and from PCs to mobile in the 
late 2000s. With AI still in its infancy, we expect it will create a massive multitrillion-dollar market 
opportunity over the next decade as AI technology is integrated across almost all existing pro-
cesses and solutions (to improve productivity and lower costs) and used to build new tools and ap-
plications (e.g., AI-powered applications, omniverse, digital twins, robotics, autonomous vehicles).
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Parallel Computing Will Underpin the Majority of Applications
The rise of AI marks a shift from the primacy of serial computing (and the CPU) in the data center 
to parallel computing (and the GPU/AI accelerator). This shift has been driven by the order of 
magnitude higher processing power needed to train and operate models that are based on mas-
sive troves of data. The vector/tensor mathematics that underpin transformer and deep learning 
models demand parallelization, where tasks can be broken up into smaller chunks and processed 
simultaneously. As the benefits of integrating AI models within applications and workflows be-
comes clearer, the advantages of parallelism have driven an increase in share of GPUs within data 
center environments—roughly 30% of new chips in data centers were GPUs in 2023, a number we 
expect to quickly surpass 50% over the next few years, particularly as AI applications represent a 
larger portion of the overall application estate.

Vertical Integration Keeps Moore’s Law Alive
While the traditional performance improvements dictated by Moore’s law have slowed—it gets 
harder and harder to shrink transistors as you hit the limits of physics at the atomic level—semi-
conductor companies have developed workarounds to continue driving a steady pace of perfor-
mance improvements for their chips. The semi industry has had to broaden its focus and purview 
from processor designs to chip systems to superchips, and today, to building vertically integrated 
computing systems that combine expertise in compute, storage, networking, and software. The 
rapid rise of GenAI has only made this verticalization shift all the more important, kicking off a new 
race for accelerating improvements in performance and energy efficiency that expand beyond the 
chip to the full data center stack. Microsoft CEO Satya Nadella highlighted this point in his March 
2024 keynote at the Microsoft Build conference, positing that we are likely entering a “golden age” 
of systems in IT.

Compute Systems Garner Higher Margins Than Chips Alone
As the core IP of semi companies has expanded from chip design toward systems engineering and 
software, these companies are able to capture more of the value in the tech stack than ever before. 
Amdahl’s law highlights the limits of simply creating bigger GPUs (i.e., the benefits of higher par-
allelization are limited by the serial portions of the systems), which has pushed the focus of semi 
companies up the stack. As more of the IP is driven by valuable software capabilities and system 
architecture, semi companies have been able to drive better gross margins; Nvidia is the prime 
example of this with its popular CUDA stack helping it achieve some of the highest gross margins 
in the industry (in the mid-70% range). While some of this is driven by pricing power, we expect 
these higher margins will be sustainable for the near term as semi companies develop more pro-
prietary capabilities themselves and are less dependent on improving foundry capabilities as the 
core driver of performance improvements.

Custom Chip Demand Highlights Verticalization Trend
One key trend over the last several years has been the increasing number of technology companies 
that are designing their own chips rather than buying off-the-shelf computing from traditional 
semiconductor companies (like Intel, AMD, Qualcomm). For example, Apple now designs its own 
chips (A-series for iPhones, M-series for computers) to optimize the performance of its products 
for its own software ecosystem. Hyperscale technology companies like Meta (with MTIA), AWS 
(Graviton CPU, Inferentia/Trainium GPUs), Microsoft (Maia GPU, Cobalt CPU), Google (TPUs), and 
ByteDance/OpenAI more recently are pouring tons of resources into building their own technol-
ogy stack from the chips all the way up to applications running on top. This highlights the tangible 
benefits of designing the entire system to maximize performance/cost for a particular use-case. 
While this highlights the structural shift toward verticalization, it also highlights that for their larg-
est potential customers, chip providers will increasingly be seen as competitors.
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Designing Full-Stack Systems Is Hard
While the vertical approach works for the largest tech companies that benefit from massive war 
chests, it remains out of reach for the majority of organizations that lack the resources or ex-
pertise to work directly with the semiconductor supply chain and build their own systems from 
scratch. Even for the hypescalers like AWS, Meta, and Google, building their own chips and data 
center systems is a challenging proposition. Our conversations with industry experts highlight 
the fact that building in-house solutions is challenging. For example, while AWS has had some 
success with its in-house, Arm-based CPUs (Graviton), its GPU offerings (Trainium, Inferentia) 
have struggled to gain much traction. This is because AWS not only lags Nvidia’s technical lead 
but also lacks an alternative software ecosystem that can compete effectively with CUDA. The 
result is that Trainium/Inferentia are useful as low-cost alternatives for certain use-cases, but 
still need a compatibility layer to run CUDA-based libraries and programs on top. Nvidia’s control 
of the standard software layer for parallel processing gives it a massive lead over competitors 
and means that hyperscalers today are still playing catch-up with Nvidia rather than establishing 
their own competitive moat.

Semi Leaders Embrace Verticalization
During the GTC 2024 financial analyst session, Nvidia CEO Jensen Huang made the following state-
ment: “What Nvidia does for a living is not build the chip. We build an entire supercomputer, from 
the chip to the system to the interconnects, the NVLinks [server interconnects], the networking, 
but very importantly the software.” This assertion not only perfectly encapsulates the idea that 
Nvidia is incredibly focused on system design and verticalizing the stack to build an entire com-
puting system, but also highlights the importance of software as a valuable layer of this solution. 
In our view, the semiconductor companies poised to benefit the most from this AI wave are those 
that have embraced this system approach. Today, we see three vendors at the forefront of this shift: 
Nvidia, ARM, and Broadcom. Other vendors on the radar include CPU leaders playing catch-up in 
parallel processing (Intel, AMD), key component vendors of these broader compute systems (like 
Micron, Monolithic Power, Marvell), and electronic design automation (EDA) firms that enable in-
creased customization of processor/chip system designs (Synopsys, Cadence).
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A Brief History of Computing
The semiconductor industry was born in 1947 when a team of researchers at Bell Labs/AT&T suc-
cessfully demonstrated the first transistor. Their groundbreaking work was published in 1948, 
eventually earning them the Nobel Prize in physics in 1956. The industry began to take shape in the 
early 1950s, notably in 1952, when 34 companies licensed AT&T’s original semiconductor patents.

From 1950 to 1970, semiconductor companies increasingly adopted vertical integration. Pioneer-
ing firms such as Texas Instruments, Fairchild, and Motorola designed, manufactured, and pack-
aged their semiconductor chips, primarily serving OEMs (e.g., aerospace, telecom, defense). These 
integrated device manufacturers (IDMs) developed their own process technologies and produced 
chips in-house, maintaining control over their entire value chain. This approach minimized value 
loss from double marginalization (e.g., having products marked up multiple times within the sup-
ply chain, thereby resulting in higher end-user ASPs) and protected their intellectual property. The 
integrated business model required substantial investment in cutting-edge manufacturing facili-
ties, which companies justified by producing high volumes of chips at premium margins.

IBM emerged as a successful vertically integrated company during this period, transitioning its 
mainframe systems business from vacuum tubes to solid-state transistors in the late 1950s. By the 
early 1960s, IBM had internalized all aspects of its operations, including software development, 
hardware components, manufacturing equipment, and semiconductor device production.

By 1970, however, the industry began to experience its first wave of deconsolidation. New entrants 
such as National Semiconductor, Intel, and AMD gained market share by focusing on emerging ap-
plications like minicomputers, microcomputers, and eventually personal computers, leveraging 
new microprocessor technologies to challenge the dominance of established players.

In 1971, Intel released the 4004, the first commercial microprocessor. Boasting more and faster 
transistors than preceding technology, it combined multiple computational functions on a single 
integrated chip. The 4004 worked as a reusable module. In 1981 IBM selected Intel’s 8088 micro-
processor for its first personal computer, establishing a standard that would define the personal 
computing era. Throughout the 1980s and 1990s, Intel introduced a series of groundbreaking pro-
cessors, including the 80286, 80386, 80486, and the Pentium, each iteration significantly enhanc-
ing computing power and cementing Intel’s leadership as the CPU provider of choice for the PC era. 
These advancements not only drove Intel’s revenue and influence, but also allowed the company to 
set industry standards (from architecture choice to packaging configurations) and drive Moore’s 
law (named after Gordon Moore, Intel’s pioneering co-founder and long-time CEO).
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Exhibit 1
From Chips to Systems

A Brief History of Computing
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A Computer for Everyone—Rise of the PC and CPU
In the PC era, the CPU quickly became the primary volume driver and largest revenue generator for 
the semiconductor industry, establishing itself as the foundational platform that propelled innova-
tion in silicon technology. Intel emerged as the primary beneficiary of this transformative shift to 
CPU-centric computing, leveraging its dominant position to set the pace and direction of Moore’s 
law. Moore’s law, which predicted the doubling of transistors on a microchip approximately every 
two years, was exemplified by Intel’s relentless pursuit of higher performance and greater effi-
ciency in its processors. 

Through the 1990s and 2000s, Intel’s groundbreaking transistor innovations, such as the introduc-
tion of strained silicon, high-k metal gate technology, and tri-gate (3D) transistors, underscored its 
CPU-first strategy. These advancements not only enhanced the performance and capabilities of 
CPUs, but also established benchmarks for the entire semiconductor industry.

Foundry suppliers, initially catering to diverse applications, adapted these innovations, cascad-
ing them into broader semiconductor applications and reinforcing the pivotal role of CPU-centric 
design in driving technological progress. This era of CPU dominance catalyzed a virtuous cycle of 
innovation, fueling the exponential growth of personal computing and shaping the trajectory of 
silicon technology for decades.

As the internet economy expanded in the late 1990s and early 2000s, Intel leveraged its technolog-
ical expertise from the PC market into the data center space. The introduction of the Pentium Pro 
in 1995 and the Xeon brand in 1998 marked Intel’s dedicated push into servers and workstations.

X86 architecture and Intel’s multidecade dominance. One of the key underpinning drivers of 
Intel’s dominance in computing was the popularity of its x86 architecture. It began with the in-
troduction of the Intel 8086 processor in 1978, followed by the 8088 in 1979. The architecture 
gained significant traction when IBM chose the 8088 for its IBM PC in 1981, establishing x86 as 
the standard for personal computers. The open architecture of the IBM PC allowed other manufac-
turers to produce compatible systems, further spreading the use of x86 processors. The “Wintel” 
partnership, combining Intel hardware with Microsoft software, solidified x86’s dominance in the 
PC market as Microsoft’s operating systems became widely used.

Throughout the 1980s and 1990s, Intel continued to evolve the x86 architecture with the intro-
duction of the 80286, 80386, and 80486 processors, each bringing advancements such as pro-
tected mode, 32-bit architecture, and integrated floating-point units. During this time, competitors 
like AMD and Cyrix emerged, producing x86-compatible processors and driving innovation. The 
launch of the Pentium brand in 1993 marked a new era of performance with superscalar architec-
ture, further entrenching x86 in the consumer market.

The subsequent improvements in multicore technologies and cost-performance efficiency of x86 
processors facilitated the migration from RISC (Reduced Instruction Set Computing) and propri-
etary architectures to x86 in data centers. For example, IBM had its POWER architecture, used in 
high-performance servers; Sun Microsystems had SPARC (Scalable Processor Architecture) sys-
tems, which were popular for their performance and scalability; and HP used its PA-RISC (Preci-
sion Architecture-RISC) processors in its servers.

One of the primary advantages of shifting to x86 architecture was cost efficiency. The x86 pro-
cessors were mass produced for the PC market, leading to economies of scale that significantly 
reduced the cost per unit compared to proprietary RISC processors. This made x86-based servers 
more affordable for a broader range of enterprises.
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In the late 1990s and early 2000s, the x86 architecture became a popular choice for servers and 
data centers, driven by the growth of the internet and enterprise computing. Intel’s Xeon proces-
sors, specifically designed for servers, and the development of virtualization technologies like 
VMware and Hyper-V helped establish x86 as the standard architecture in data centers. AMD’s 
introduction of the AMD64 (or x86-64) architecture, which extended the instruction set to 64 
bits, also contributed to x86’s continued relevance, allowing for greater memory addressing and 
improved performance.

Sources: William Blair Equity Research

Exhibit 2

Understanding the X86 Architecture
From Chips to Systems

Reduced Instruction Set 
Computing (RISC)

Complex Instruction 
Set Computing (CISC)

Executes one simple 
instruction set per clock 
cycle

Executes complex 
instruction sets across 
multiple clock cycles. 

The rise of cloud computing in the 2010s further solidified x86’s dominance, with major cloud pro-
viders like Amazon, Google, and Microsoft opting for x86-based servers in their hyperscale data 
centers. Thus, Intel’s early success in personal computing directly contributed to the widespread 
adoption and dominance of the x86 architecture in data centers.

The iPhone Phenomenon and the Rise of Mobile Computing
While RISC was on its way out of the data center, a new wave of computing would put it back into 
the spotlight. The journey began in the 1980s and 1990s with the development of early mobile 
phones, which used basic microcontrollers and digital signal processors (DSPs) to handle voice and 
simple data tasks. As mobile technology advanced, there was growing demand for more powerful 
and energy-efficient processors. This led to the creation of the ARM (Advanced RISC Machines) ar-
chitecture, which became a cornerstone of mobile computing. ARM’s design, characterized by low 
power consumption and high performance, was ideal for mobile devices. Companies like Nokia 
and Ericsson were early adopters, integrating ARM-based chips into their mobile phones. How-
ever, undeniably the key inflection in mobile happened with the launch of Apple’s iPhone, which 
led to the rise of the smartphone era.
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In the mobile era, the application processor unit (APU), which combines a CPU, a GPU, and addi-
tional features into a single system on a chip (SoC), became the key unit of compute. APUs achieved 
sales volumes that surpassed standalone CPUs substantially (e.g., IDC expects 1.2 billion mobile 
units shipped in 2024 versus only 250 million PCs), making it the primary driver for the semicon-
ductor foundry sector.

Over the past decade, the preeminence of the mobile SoC platform meant that APUs dictated the 
evolution and direction of Moore’s law. As evidence, the development schedule of Apple’s iPhone 
has exerted considerable influence on the technological advancements and strategic planning at 
TSMC. Currently, transistor technology is optimized primarily for mobile SoCs, focusing on en-
hancements that cater specifically to their need for low power consumption, compact size, and 
high performance. Advancements were made in materials (like FinFET or gate-all-around technol-
ogies) and manufacturing processes tailored to the unique requirements of mobile devices (e.g., 
SoC and wafer-level packaging). Once these technologies are established in the mobile sector, they 
are then adapted for broader applications, including desktops, servers, automotive electronics, 
and IoT devices, scaling to meet different performance and environmental needs.

The demand for mobile chips spurred significant investment in semiconductor manufacturing and 
research, leading to advancements in miniaturization and power efficiency. Companies tradition-
ally focused on desktop and server markets, like Intel, faced new competition from mobile-centric 
chipmakers. The consumer electronics market expanded rapidly, with mobile devices becoming 
the primary computing devices for billions of people worldwide. This shift forced semiconductor 
fabs and suppliers to devote more time and investments to the needs of mobile chip OEMs (e.g., 
Apple, Samsung) as mobile computing became a larger source of revenue.

Cloud Data Centers and the Emergent AI Wave
The rise of cloud data centers has transformed how businesses and individuals access and use 
computing resources, driven by the demand for scalable, flexible, and cost-effective IT solutions. 
Over the last decade, major cloud service providers such as Amazon Web Services (AWS), Micro-
soft Azure, and Google Cloud Platform have significantly expanded their infrastructure to offer a 
wide range of services, from basic storage and computing power to sophisticated machine learning 
and AI tools. The evolution of these data centers has been characterized by a shift from traditional, 
on-premises server rooms to distributed, globally connected facilities that leverage virtualization, 
containerization, and automation to provide seamless service to users worldwide. This transition 
has enabled organizations to scale their operations quickly, reduce capital expenditure, and focus 
on core business activities rather than managing IT infrastructure.

In the past two years, the demand for AI processing capabilities has increased exponentially, driv-
en by growing demand to run larger and more complex workloads on advanced AI applications, 
such as natural language processing, computer vision, and large-scale data analytics, and the more 
recent wave of building LLMs and creating new GenAI algorithms, which have all supercharged de-
mand for processing power. The cloud data center has become an early destination for much of this 
compute (as the CSPs have the capacity, know-how, and money to invest at the forefront of this new 
technology curve), although we expect this will proliferate across all businesses as the computing 
systems become more powerful, more efficient, and lower cost.
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We Need More Processing!
Serial Processing Versus Parallel Processing
Serial processing, or scalar processing, is the most fundamental form of computation, where a 
single instruction operates on a single data point. This method is highly sequential, processing one 
operation at a time. The main advantage of scalar processing is its simplicity and ease of imple-
mentation. While it is efficient for simple tasks and straightforward programs, its limitations be-
come apparent with data-intensive and parallelizable workloads.

Because scalar processing is highly sequential, it can serve as a bottleneck for complex compu-
tations. For example, consider a simple task like adding two arrays of 1,000 elements each. In 
scalar processing, this would require 1,000 separate addition instructions, one for each pair of 
elements. For a more complex operation like matrix multiplication of two 1000×1000 matrices, 
scalar processing would need 10^9 individual multiplications and summations. These operations 
are typically executed on single-core CPUs or the basic cores of multicore CPUs, resulting in limited 
parallelism and efficiency. Performance in scalar processing is usually measured in instructions 
per second (IPS), highlighting the linear growth tied to clock speed and core count. In AI, early 
algorithms and smaller-scale models could run on scalar processors, but they quickly outgrew this 
capability as datasets and model complexity increased.

The difference in computation power between traditional CPUs and GPUs is as follows. A CPU will 
typically have a few cores (in the range of 2 to 16 cores), each of which can run multiple threads. 
Each core has a high clock speed (2-4 GHz) and a large cache memory (2-16 MB). Meanwhile, a 
GPU has hundreds of thousands of cores (256 to 4096 cores) that can run thousands of threads 
simultaneously. Nonetheless, GPU cores themselves have lower clock speeds (between 0.5 and 1.5 
GHz) and come with a small cache memory (16 to 64 KB).

Vector Processing. Vector processing enhances performance by allowing a single instruction to 
operate on multiple data points simultaneously. This technique, often implemented in the form 
of vector processors or SIMD (single instruction, multiple data) units within CPUs and GPUs, sig-
nificantly accelerates computations that involve large arrays or matrices. The benefits of vector 
processing include increased throughput and efficiency for operations like matrix multiplication, 
which is foundational in many scientific and engineering applications. In the realm of AI, vector 
processing facilitated more efficient training of machine learning models, particularly those in-
volving linear algebra operations.

Tensor processing represents a further leap, enabling operations on multidimensional arrays (ten-
sors), which are crucial for modern AI applications, especially deep learning. Tensor processing 
units (TPUs) and other specialized hardware accelerators are designed to handle the vast compu-
tational demands of training and inference in deep neural networks. The primary benefit of tensor 
processing is its ability to perform large-scale, parallel computations with high efficiency, drasti-
cally reducing the time required to train complex models. Tensor processing has been instrumen-
tal in the advancements of AI, enabling breakthroughs in natural language processing, computer 
vision, and other fields. While traditional GPUs were generally good at the parallelism for smaller 
data arrays, the need to perform calculations across massive datasets has pushed the industry to 
embrace tensor-based computations in their chips. For example, starting in 2017 with its Volta 
GPU architecture (V100), Nvidia introduced tensor cores that were designed specifically for the 
matrix multiplications required in machine learning and AI. Then in 2022, the H100 was released 
with an updated tensor core designed specifically to improve performance and reduce costs when 
training large LLMs.

79087_dbcd5faf-3e13-480e-bc03-066d13994b0e.pdf



12 Sebastien Naji  +1 212 245 6508 

William Blair 

How AI Changed the Game. As AI shifts into the mainstream and starts to underpin all types of 
applications and processes, we have seen an exponential increase in computing demand. The in-
creased need for processing is driven primarily by the need for scale and low latency.

Sources: 2024 AI Index Report, Stanford HAI

LLMs Drive Exponential Demand Growth for Computing
From Chips to Systems

Exhibit 3

First in terms of scale, AI requires handling and processing massive datasets. These datasets are 
used to train models through complex algorithms that adjust and optimize to millions or billions of 
parameters. In contrast, traditional computing tasks rarely involve such extensive data manipula-
tion and parameter tuning. Traditional tasks often rely on transaction processing, data retrieval, 
and software applications that require less computational intensity on a per-operation basis. The 
scale of AI workloads puts increased demand on core processing capabilities (in terms of FLOPs) 
and more broadly on more memory/storage, networking, and power demand. For example, Chat-
GPT queries need nearly 10 times as much electricity as a traditional Google search query—i.e., 
a single ChatGPT query requires 2.9 watt-hours of electricity compared to 0.3 watt-hours for a 
Google search, according to the International Energy Agency.

FLOP stands for “floating-point operation.” A floating-point operation is a single arithmetic opera-
tion involving floating-point numbers, such as addition, subtraction, multiplication, or division. 
The number of FLOPs a processor or computer can perform per second is an indicator of its com-
putational power. The higher the FLOP rate, the more powerful the computer is. An AI model with 
a higher FLOP rate reflects its requirement for more computational resources during training.

Second, in terms of speed of responses, AI systems, particularly for inference (model serving), re-
quire low latency, particularly as more of these AI systems are required to do real-time processing 
of data. For example, autonomous vehicle systems and real-time speech recognition/translation 
require instantaneous processing capabilities.

Because the scale and latency of serial processing can be improved only through fundamental im-
provements in the processing core, the industry has worked around this limitation by shifting 
its focus to parallel processing. While CPUs can perform a range of operations, including integer, 
control, floating-point, and I/O operations, GPUs are optimized for floating-point operations and 
mathematics calculations that can be broken down into smaller parallelized functions. In other 
words, CPUs are good at general-purpose computing and compute anything we program.
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A high-powered CPU can give us one answer quickly, and this characteristic is known as latency: 
the time it takes to go from cause to effect. GPUs, on the other hand, are often concisely described as 
trading somewhat lower latency for much higher throughput: a measure of the number of “causes” 
(i.e., amount of data) being turned into results over time.

On the inference side, latency remains incredibly important, with more limited, diminishing re-
turns than in training—i.e., it probably matters less to the end-customer if training takes a bit 
longer than if it takes several seconds longer for the customer to get a response from the AI. AI 
models require considerable computational resources for inference, which still significantly ex-
ceeds the demands of traditional computing tasks. AI inference involves applying a trained model 
to new data to make decisions or predictions. While this process may seem less demanding than 
training, it still requires high-performance hardware, especially for applications that need real-
time processing. Even during inference, AI models benefit from the parallel processing capabili-
ties of GPUs. For example, a model serving multiple users or performing tasks on large datasets 
simultaneously can leverage thousands of GPU cores to handle many requests in parallel. The gen-
eral rule of thumb is that the cost of inference come in at roughly the square root of the training 
costs—though the flip side is that the addressable market for inference is an order of magnitude 
larger than training, which is dominated by the largest technology companies in the world (Meta, 
Microsoft/OpenAI, Google).

Bigger Models Require More Compute. Generally, the complexity of the model and the size of the 
underlying training dataset directly influence the amount of compute needed. The more complex a 
model is, and the larger the underlying training data, the greater the amount of compute required 
for training. Over the last five years, the compute usage of notable AI models has increased expo-
nentially. For example, while the original AI transformer model released in 2017 required 7,400 
petaFLOPs to train, Google’s Gemini Ultra required 50 billion petaFLOPs. Large LLMs, like Ope-
nAI’s GPT-4o (trained on 13 trillion tokens) and Meta’s LLaMa 3.1, require immense processing 
capacity to train (see exhibit 3). This exponential growth in computing demand has also driven a 
similar exponential growth in training costs (see exhibit 4).

Sources: 2024 AI Index Report, Stanford HAI

Costs of Training Expand With Demand for Computing
From Chips to Systems

Exhibit 4
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In the data center, this means that parallel processing has moved out of its niche in high-perfor-
mance computing (HPC), gaming, and visualization to take center stage in the AI revolution. This 
is driving a shift in market share from serial computing, which dominates the industry with CPUs 
from Intel and AMD, toward parallel computing, where leader Nvidia retains greater than 90% of 
market share.

While the GPU market will undoubtedly only get more competitive as other companies try to grab 
market share, we expect that at least over the next 12 months Nvidia will be able to maintain its 
high market share. This is largely a function of Nvidia having already reserved a substantial major-
ity of TSMC’s production capacity through 2025. While TSMC is working to expand its production 
capacity, with plans to grow the all-important CoWoS capabilities at its fab at a 60% compound 
annual rate through 2026, the complexity and capital-intensive nature of building new fabs means 
that supply limitation will likely impede the ability for Nvidia competitors to take meaningful 
share in parallel computing, at least in the near-term.

Source: William Blair Equity Research

Exhibit 5
From Chips to Systems

Comparing the Functions of a CPU With GPU
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The math of parallelization. The vector size in vector processing is determined by the architec-
ture of the processor, specifically the width of the SIMD units or vector registers. This width dic-
tates how many data elements can be processed in parallel with a single instruction.

For example, take a theoretical array of where N=100 and the vector size is V=10. Scalar processing 
would require NxNxN instructions, or 1,000,000 elements. In vector processing, we would divide 
each dimension of the array by the vector size. So, the number of instructions needed is (N/V)×(N/
V)×(N/V), which in our basic example would result in 1,000,000 instructions divided by the 1,000 
vector reduction factor (e.g., 10x10x10), which would result in only 1,000 instructions needed 
with vector processing. In other words, with vector processing, we can significantly reduce the 
number of instructions by leveraging the ability to process multiple elements simultaneously. The 
reduction factor, V^3, highlights the efficiency gains of vector processing over scalar processing, 
especially as vector sizes increase.

GPUs have a specialized instruction set architecture (ISA) that includes vector operations op-
timized for the hardware. For example, Nvidia’s CUDA and AMD’s ROCm provide programming 
models that allow developers to leverage the full capabilities of the vector units. Nvidia GPUs, for 
instance, are built around the concept of warps, where each warp consists of 32 threads. Each 
streaming multiprocessor (SM) can manage multiple warps concurrently, and the vector size (in 
terms of data elements processed per instruction) is linked to the warp size. With advancements in 
architecture, such as the move from Volta to Ampere to Hopper to Blackwell, Nvidia has increased 
the efficiency and throughput of its vector units, allowing for higher performance in parallel tasks.

While clock speeds are not everything, they give us an idea of how quickly instructions tick through 
a device. The clock speeds of modern CPUs are roughly twice as high as those of the latest and 
greatest GPUs. As a result, GPU cores are typically slower for serial tasks, but gain a significant 
advantage when it comes to vector multiplications. While the cores in a GPU are not as fast indi-
vidually and far more specialized than the cores in a CPU, there are far more of them (16,384 CUDA 
cores in Nvidia’s high-end consumer RTX 4090), so throughput is high for operations that can be 
parallelized favorably for GPUs.

Training Versus Inference
The compute and processing demands for machine learning inference differ significantly from 
those of training, reflecting the distinct roles these processes play in deploying AI models. Dur-
ing training, the primary objective is to optimize the model’s parameters (weights) by processing 
large datasets through a series of iterative computations. This involves complex operations like 
forward and backward propagation, which require substantial computational power and time. 
Training is highly resource-intensive because it needs to handle massive amounts of data and per-
form numerous mathematical operations to adjust the model parameters over multiple epochs. 
High-performance hardware, such as GPUs or TPUs, is typically used to speed up these operations 
through parallel processing, allowing each data batch to be processed independently. This makes 
training suitable for environments with abundant computational resources, like data centers.

In contrast, inference is the process of applying a trained model to new data to make predictions 
or classifications. Unlike training, inference involves only the forward pass through the model, 
which requires less computation. However, inference often demands real-time or near-real-time 
processing, especially in applications such as autonomous vehicles, online recommendations, or 
interactive AI systems. Therefore, the focus during inference is on reducing latency and improv-
ing throughput to handle a high volume of predictions per second efficiently. Inference can often 
be run on more specialized and energy-efficient hardware, including edge devices or specialized 
inference accelerators, which are optimized for speed and lower power consumption. Techniques 
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like model compression, quantization, and pruning are frequently used during inference to en-
hance performance and reduce memory usage, allowing models to be deployed across various 
platforms with different hardware constraints.

Metric Training Inference

Nature of Workload High computational demand, iterative optimization Lower computational demand, forward pass only

Resource Requirements High memory and processing power, energy-intensive Optimized for efficiency, lower power consumption

Deployment Environment Data centers with powerful compute clusters Cloud and edge devices, requires flexibility

Scalability Scalable across large clusters of GPUs/TPUs Scalable across distributed networks

Optimization Focus Algorithmic efficiency and convergence speed Model compression and latency reduction

Hardware Used High-performance GPUs/TPUs Specialized accelerators, edge devices

Precision Often full precision (FP32/FP16) Reduced precision (e.g., INT8) for efficiency

Real-Time Needs Less focus on real-time processing Emphasizes real-time or near-real-time processing

Source: William Blair Equity Research

Comparing AI Training and Inference Workloads
From Chips to Systems

Exhibit 6

In terms of deployment environments, training is typically conducted in centralized data centers 
where access to powerful compute clusters allows for distributed processing across multiple 
nodes. In contrast, inference can be deployed in diverse environments, ranging from cloud serv-
ers to edge devices like smartphones and IoT devices. This requires models to be efficient and 
adaptable to the specific hardware available in each environment. For example, Apple Intelligence, 
which is being integrated into the latest iPhone 16, will run foundational models locally, on-device.

Furthermore, while training is often scaled horizontally across many GPUs or TPUs to accelerate 
the process, inference needs to be scalable across distributed networks to handle varying loads ef-
fectively. This often involves using cloud-based infrastructure that can dynamically scale according 
to demand. The optimization focus also differs between the two processes, with training prioritiz-
ing algorithmic efficiency and accuracy, while inference emphasizes model compression and speed 
without significantly impacting accuracy.

To date, a majority of spending on AI infrastructure has been on the training side. Nvidia estimates 
roughly 60% of its GPU sales are associated with training clusters. However, over time as more ap-
plications leverage AI capabilities, inference use-case and spending should exceed that of training. 
That is because while the number of companies spending on training LLMs will likely be limited 
to a handful of large companies and several upstarts, the number of companies using AI in their 
applications and workflows is substantially larger—beyond the largest technology companies en-
gaged in an “arms race” for building the next-best foundational model, most other organizations 
will focus on fine-tuning existing models or training smaller, more targeted small language models 
(SLMs). That means that over time, the inference market size will outgrow the training market 
substantially and drive sustained demand for AI infrastructure even as investments in training 
clusters potentially scale back in 2026/2027.
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Agentic Systems Require High Compute Capabilities
In AI, an agentic system is characterized by its ability to autonomously interact with its environ-
ment and execute tasks, often leveraging large language models for processing and decision-mak-
ing. In other words, it acts as a layer of intelligent software that can perceive its environment, 
make decisions, and take actions to achieve specific goals. Agentic AI systems often require many 
different large language models, each focused on different tasks or parts of a workflow. Current 
GenAI chatbots and LLMs deliver only about a 15% success rate in complex agentic tasks according 
to a 2024 Report from Stanford’s Human-Centered AI (HAI) Institute. To overcome this and LLMs’ 
inherent gaps in planning, reasoning, and coordination, each of the LLMs in an agentic AI System 
needs to be manually tuned and optimized.

Agentic AI systems require a dedicated semantic layer to ensure the LLMs not only understand the 
context of the data, but also retain a shared context across each of the different models within the 
agentic AI system. Agentic AI systems also need to be optimized at the infrastructure and hardware 
layer. This requires making a set of highly complex trade-offs across factors such as token(s), cost, 
batch size, concurrency, and more, depending on the use-case.

Sources: William Blair Equity Research

Exhibit 7
From Chips to Systems

Understanding Agentic AI Workflows

1. Natural 
Language Input

2. Interpretation 
and Reasoning

3. Workflow 
Generation

4. Workflow 
Execution

5. Output/ 
Outcome

Reinforcement learning 
can improve the 
workflow and lead to 
better outcomes

The construction of agentic AI systems typically involves several key components:

1.	 Perception: The agent needs sensors or data inputs to gather information about its environ-
ment. This could be through cameras, microphones, or data feeds, depending on the application.

2.	 Decision-making: A core component is the decision-making mechanism, often implemented us-
ing machine learning models such as neural networks, reinforcement learning algorithms, or oth-
er AI techniques. This allows the agent to process information and determine appropriate actions.

3.	 Action execution: The agent must have a way to interact with its environment, whether 
through physical actuators in robotics or digital actions in software systems.

4.	 Learning and adaptation: Many agentic systems incorporate mechanisms for continuous learn-
ing, allowing them to improve their performance over time based on experience and feedback.

5.	 Goal representation: The system needs a way to represent and prioritize its objectives, which 
guide its decision-making process.
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Today, agentic AI is starting to be used to improve the performance of AI applications across 
a range of industries, including powering advanced driver-assistance systems (ADAS) in auton-
omous cars, assisting medical professionals in analyzing medical data and monitoring patient 
health, and providing improved customer service through intelligent chatbots that can also take 
actions to resolve queries.

To implement agentic AI, enterprises are leveraging AI libraries like OpenAI Gym, RLlib, and Stable 
Baselines for training agents in simulated environments. Multi-agent frameworks like JADE (Java 
Agent Development Framework) and MESA (a similar Python-based framework) allow developers 
to simulate multiple agents interacting with each other to ensure behavior matches expectations. 
In robotics, the Robot Operating System (ROS) is a go-to framework for agent-based robotics. It of-
fers a collection of tools, libraries, and conventions that facilitate communication between different 
components of a robotic system and provides tools for simulation, visualization, and debugging.

Agentic AI is also pulling in demand for contextual data. Graph database vendors like Neo4j are 
leveraged to help create knowledge graphs that allow agents to improve their reasoning capabili-
ties by better understanding how data is interconnected.

It’s Not Just a Chip, It’s a System
The AI computing wave comes at a time when performance improvements in processing power 
are becoming harder and more expensive to come by. The shift from 10 nm to 7 nm to 5 nm to 3 nm 
transistor node size has taken longer each time, with TSMC, Samsung, and lately Intel all spending 
substantially larger amounts on fabrication, testing, assembly, and configuration (see exhibit 8). 
According to TSMC, building a 3 nm factory costs roughly $20 billion. Importantly, Moore’s law for 
many years was driven by a consistent reduction in the size of the transistor, which means that 
chips could pack more and more of these transistors on the same size chip, driving improvements 
in processing power and FLOPs. As transistor science starts to run into the limits of physics—mea-
sured in atoms—the well-known Moore’s law dynamic has had to evolve to keep pace with the 
continued need for performance improvements in computing.

Sources: William Blair Equity Research and IBS

Rapid Rise in Development Costs for Smaller Chips
From Chips to Systems

Exhibit 8
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This has shifted the focus of semiconductor vendors to broader systems architectures. The key unit 
of compute is no longer the processor, but rather a broader system that connects multiple proces-
sors together with storage and networking, brought together with a layer of critical software that 
can also be optimized and improved as underlying hardware specifications change and as new 
application stacks emerge.

The End of Moore’s Law?
Moore’s law is a principle formulated by Gordon Moore, the co-founder of Intel, in 1965. Initially, 
Moore observed that the number of transistors on a microchip doubled approximately every year, 
leading to a corresponding increase in computational power and decrease in relative cost. In 1975, 
he revised his observation to predict that this doubling would occur approximately every two 
years. This prediction, though originally an observation of trends, became a guiding principle for 
the semiconductor industry, leading to exponential growth in computing capabilities and a rapid 
pace of technological innovation.

Source: Hennessy and Patterson, Turing Lecture 2018

Moore’s Law and Scaling of Processors
From Chips to Systems

Exhibit 9

The “end” of Moore’s law is attributed to several technical and economic challenges. As transistors 
have shrunk to atomic scales, physical limitations such as quantum tunneling, heat dissipation, 
and power leakage have become significant obstacles, making further miniaturization increasingly 
difficult and expensive. The cost of developing and manufacturing at the cutting edge of chip tech-
nology has skyrocketed, leading to diminishing returns on investment. While innovations such as 
3D stacking, chiplet architectures, and alternative materials like graphene are being explored, the 
straightforward path of shrinking transistor sizes is no longer sustainable at the pace described by 
Moore’s law. As a result, the industry is shifting focus from simply scaling transistors to exploring 
new architectures and system technologies to continue enhancing processing power.
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Pendulum Swings From Horizontal to Vertical Integration
Traditionally, horizontal integration in technology has enabled vendors to focus on a specific layer 
of the application stack where it has the most differentiation and strongest know-how. In some 
ways, it allowed companies like Intel to become a quasi-monopoly in the CPU market. Nonetheless, 
these CPUs had to be built into a broader platform by vendors up and down the stack.

For instance, CPUs, GPUs, memory chips, and other integrated circuits are typically packaged in-
dividually. These separate packages are then mounted onto a printed circuit board (PCB), which 
provides the necessary interconnections through physical traces and soldered connections. This 
traditional approach often involves complex interconnects between components, which can lead 
to longer signal paths, increased latency, and potential issues with signal integrity. In addition, 
managing size and power constraints is handled through the separate packaging and PCB design, 
which may not always be optimal for high-performance applications.

Many semi players chose to focus on horizontal integration in the early days as the primary growth 
catalyst to quickly scale core capabilities and divest noncore assets. Standardization of various 
processes in the value chain, including modular IP blocks for chip design, standard foundry PDKs 
(process design kits), and packaging standards, helped to simplify intercompany integration chal-
lenges enough so that the fabless/foundry model eventually became the de facto and dominant 
business model. The fabless model really gained popularity in the 1980s and 1990s, where chip 
design companies could seek to dominate markets by focusing on more innovative designs and 
shorter delivery times. Companies that specialized and consolidated horizontally earned higher 
market shares and operating margins by achieving cost synergies and boosting economies of scale.

For example, fabless design companies like AMD and Nvidia were able to drive large improve-
ments in their gross margins by outsourcing fabrication of chips to specialists like TSMC. From 
its perspective, TSMC was able to benefit from economies of scale by serving a large numbers of 
fabless chip designers, allowing them to pour even more money into the latest-generation fabri-
cation technologies to maintain its technical leadership (e.g., 3 nm and 5 nm as well as advanced 
packaging techniques like CoWoS). Perhaps the most cited counterexample of this trend has been 
Intel, which by continuing to both design and fabricate chips hamstrung its ability to leverage 
third-party fabs (since its designs were for their specific fab technologies and not easily portable) 
while its fab business fell behind the innovation curve.

Markets have also recognized the potential for greater return on investment and the improved 
management of risk in the fabless/foundry model (where there is keen focus on domain special-
ization). Accordingly, the market has generally rewarded successful fabless companies with higher 
valuation multiples than their integrated design manufacturer (IDM) counterparts. Even IDMs are 
realizing the positive effects of specialization in specific end-markets. This is due to a greater focus 
on microprocessors for key verticals like AI and deep learning accelerators. Intel, for example, has 
made divestitures that include McAfee in 2016, Wind River in 2018, and its NAND memory busi-
ness to SK Hynix in 2020.

Mobile revolution sparks early shift to vertical integration. The rise of mobile computing drove 
a shift toward the system-in-package (SiP) design approach, which replaces the traditional dis-
crete component packaging method. The transition to SiP design began in earnest around the late 
2000s and early 2010s. This shift was driven by the increasing demand for miniaturization as-
sociated with the rise of smartphones (i.e., every new generation focused on smaller and more 
compact components to pack into a relatively fixed size product).

79087_dbcd5faf-3e13-480e-bc03-066d13994b0e.pdf



21 Jason Ader, CFA  +1 212 245 6508 

William Blair

SiP design allows for the integration of multiple components into a single package, significantly re-
ducing the overall size of the system. By integrating components into a single package, SiP reduces 
the distance between them, which minimizes signal delays and improves data transfer speeds—
crucial for high-performance computing and mobile devices. Lastly, SiP design offers cost and 
manufacturing advantages by streamlining the packaging process and reducing supply chain com-
plexity, which contributed to its widespread adoption. As a result of these cost and time-to-market 
benefits for SiP, semiconductor companies and customers are starting to think less of individual 
chips and more about the chip system that is used for processing—this has led to the rise of SoC.

We expect the adoption of AI will have a similar structural impact as mobile had on the semi 
ecosystem and supply chain. While with PCs fabs shifted their supply chains to be optimized for 
CPU-first technologies, in mobile there was a shift to SoC-first approaches as the unit volume for 
smartphone chips quickly outpaced the CPU. With the data center GPU becoming more of a system 
solution rather than a discrete chip solution, we have seen a similar shift within the supply chain to 
refocus on building accelerated computing systems. For example, TSMC has invested heavily in its 
CoWoS (chip on wafer on substrate) packaging technology to build the latest generation of Nvidia 
GPUs (Blackwell), transitioning older fabs to this new technology in anticipation of the changing 
demand trends from AI. The planned 60% annual growth for these CoWoS facilities and the nearly 
$70 billion TSMC is making in capex investments for its latest fabs through 2025 is an indicator 
that we remain in a period of ramping-up supply, driven by visibility and strong demand trends 
from its end-customers.

Shift to selling solutions. The pace of innovation in transistor science is no longer the primary 
driver of semiconductor development. With the breakdown of Moore’s law, specific use-cases are 
now the main drivers of semiconductor technology—fostering a shift from selling devices to selling 
solutions. Similarly, consumer personas have also changed. Rather than targeting the engineering 
and procurement departments of immediate downstream customers, semiconductor companies 
must coordinate their activities with a wider array of ecosystem partners—with the end-customer 
use-case squarely in mind.

High-growth use-cases include 1) edge/cloud, 2) automotive, and 3) AI, where incremental or even 
marginal improvements in different parts of the system can have a significant impact at scale on 
costs, performance, and energy efficiency.

It has become increasingly beneficial to co-design the chip along with the entire system and software 
layers. This is reminiscent of the early days of the semi industry with AT&T/Bell Labs and IBM in 
their 1960s to 1970s heyday. Today, bolstered by the fabless model, system integrators and software 
companies began investing in workload-specific chip designs and system architectures.

This compounded with the commoditization of semiconductor manufacturing has led to the verti-
cal reconsolidation in all parts of the value chain, except for manufacturing (foundries and equip-
ment), as outside of the most advanced nodes, manufacturing technology became commoditized 
in an industry now dominated by fabless players.
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Note: Logos are meant to be representative and are not an exhaustive list

Source: William Blair Equity Research

Exhibit 10
From Chips to Systems

AI Leaders Increasingly Embrace Verticalized Approach to Building Data Center Stacks
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Hyperscalers embrace DIY. One customer segment that has been leading this shift back to in-
creased verticalization is the hyperscalers themselves. Hyperscalers are further optimizing their 
stacks by designing their own chips for consumption by their consumer or enterprise products. 
Hyperscalers like Apple, Google, AWS, and Meta further benefit from in-house chip design because 
of their unparalleled access to data, strong ecosystem partnerships, and grounded understanding 
of end-customer use-cases. Greater control of supply chain and manufacturing processes leads to 
lower costs and economies of scale. Because optimization of these systems can unlock massive 
improvements in processing power, the vertical design approach can have immense economic im-
pact—e.g., even a 10% performance improvement on a $1 billion data center (i.e., between 15,000 
and 20,000 H100 GPUs) can have a dramatic impact on cost performance.

One high-profile example of this strategy is Apple’s shift in 2020 to using in-house central processors 
(M1) for Mac computers instead of the Intel chips that powered Apple products since 2006. In addi-
tion to cost benefits, these new processors serve as a critical focal point of Apple’s product differen-
tiation strategy, as the company has touted its custom chip’s optimized performance specifications.

Beyond Apple, several leading cloud companies have started to design their own custom chips.

•	 AWS first unveiled its in-house CPU, Graviton, in 2018, and followed it up with a line of parallel 
processors Trainium and Inferentia targeted at AI use-cases.

•	 Google has worked on its TPUs for a long time, leveraging Broadcom to help design and fabri-
cate these chips.

•	 Starting in 2020, Meta has been developing custom silicon (MTIA) for its content recommen-
dation and ad ranking feeds.

•	 Microsoft Azure’s project Maia is focused on building its own GPU (first announced in Novem-
ber 2023) and it will be paired with the Arm-based Cobalt CPU. 
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AI Accelerator Manufacturer Description Target Use-Case

Tensor Processing Units (TPUs) Google
Custom-designed ASICs optimized for machine learning 
workloads, particularly inference. Used in data centers 

and available on Google Cloud Platform.
High-performance cloud inference

TensorRT and Jetson Platform NVIDIA
TensorRT is a deep learning inference optimizer for Nvidia 
GPUs, and the Jetson platform provides AI capabilities for 

edge computing and robotics.
High-performance inference and edge AI

Movidius Myriad X Intel
Vision Processing Unit (VPU) designed for efficient AI 

inference in edge devices, with a dedicated neural 
compute engine.

Edge devices and AI applications

Neural Engine (ANE) Apple
A specialized processor in Apple devices to accelerate 
machine learning tasks on-device, optimizing for low 

power consumption.
On-device AI processing in Apple devices

Inferentia/Trainium Amazon
A combination of training/inference chips designed to 
optimize cost and performance for workloads in AWS 

cloud environments.
Scalable cloud inference

Versal AI Core Series AMD (Xilinx)
Combines adaptable hardware and software 

programmability to deliver efficient AI inference 
capabilities, optimized for CNNs and other AI models.

Data centers and edge devices

Groq LPU Groq
A tensor streaming processor designed for high-
performance inference, focusing on simplifying AI 

compute with low latency and high throughput.
High-performance AI inference

Huawei Ascend AI Processors Huawei
A series of AI processors designed for both training and 
inference, optimized for high performance and energy 

efficiency.
Data centers and edge AI applications

Baidu Kunlun Baidu AI accelerator designed for deep learning tasks, providing 
high performance for both cloud and edge deployments. Cloud and edge AI processing

SambaNova Systems RDU SambaNova
Reconfigurable Data Unit (RDU) designed for both AI 

training and inference, emphasizing flexibility and 
efficiency.

Data centers and AI model training/inference

Cerebras Wafer-Scale Engine Cerebras
A massive chip designed for AI training and inference with 
high memory bandwidth and compute power, designed for 

handling large-scale neural networks.
Large-scale AI workloads

ASICs by Cambricon Cambricon
A series of AI chips designed for efficient inference across 

a variety of applications, focusing on flexibility and 
performance.

General AI inference across applications

Qualcomm AI Engine Qualcomm
Integrated into Snapdragon processors, optimized for 

efficient AI inference on mobile and embedded devices, 
providing power-efficient performance for on-device AI.

Mobile and embedded AI inference

Samsung Exynos NPU Samsung
Neural Processing Unit integrated into Exynos 

processors, designed for efficient on-device AI processing 
in smartphones and other devices.

On-device AI in smartphones

MediaTek APU MediaTek
AI Processing Unit integrated into MediaTek chipsets, 
providing dedicated AI capabilities for mobile and IoT 

devices.
Mobile and IoT AI applications

Source: William Blair Equity Research

Exhibit 11
From Chips to Systems

Growing Number of Custom AI Chips
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Most recently, OpenAI has made the news for its desire to build its own chips. One potential ven-
dor that could help OpenAI in this journey is Broadcom, which was reported to be in talks with 
OpenAI for custom AI accelerators. Today Broadcom has a roughly $15 billion run-rate business 
building custom AI chips for Google and Meta, with ByteDance being added as a third customer 
in March 2024.

Over the longer term, the increased in-house development of chips remains a key risk for semi-
conductor companies, especially since these OEMs and hyperscalers are today the largest cus-
tomers of GPUs and CPUs from companies like Intel, AMD, and Nvidia. Of the three companies we 
are initiating on, Nvidia is probably at the highest risk of being impacted by these in-house com-
petitive offerings. Broadcom, in addition to having a more diversified business with substantial 
software-based revenue, is also seen as a strategic partner for building custom chips and helping 
provide the raw silicon used by hyperscalers in building out their networks and data centers. 
Meanwhile, the ubiquity of ARM architectures across in-house chip designs means that the com-
pany is largely unaffected by changing market shares among the different players. ARM’s success 
is more correlated to the overall market for AI infrastructure and the potential share gains versus 
Intel’s x86 architecture.

As for Nvidia’s, while in-housing chip designs could weigh on demand for its GPUs, early data 
points from our conversations with the CSPs have highlighted the difficulty of building a competi-
tive chip to Nvidia’s GPUs, but perhaps more importantly, the challenge is recreating a developer 
ecosystem that can compete with CUDA. Nvidia’s software supremacy remains its greatest advan-
tage and should limit the ability of in-house chips to jump in front of Nvidia on the price-perfor-
mance curve. While Nvidia controls both the chip and software running on top, until a viable CUDA 
alternative emerges, the OEMs building their own chips will be limited to controlling only half of 
this hardware-software combination.

Amdahl’s law and system-level improvements. Amdahl’s law deals with the performance limits 
of computing systems, particularly in parallel processing. Formulated by Gene Amdahl in 1967 
(one of the creators of the original IBM mainframe), Amdahl’s law states that the speedup of a task 
using multiple processors is constrained by the portion of the task that cannot be parallelized. Even 
if processors become more powerful as predicted by Moore’s law, Amdahl’s law explains that there 
are diminishing returns in performance improvements when increasing the number of processors 
if parts of the task remain sequential. This highlights a critical limitation in system performance, 
emphasizing that effective parallelization is essential to fully exploit hardware advancements.

Put simply, if a significant part of the computation cannot be parallelized, the performance im-
provements from adding more processing cores will be limited. Thus, developers must focus on 
designing algorithms and software that maximize the parallelizable portions of a task, minimize 
interdependencies, and ensure an even distribution of workloads across available cores. By doing 
so, they can overcome bottlenecks and make full use of the increased computational power offered 
by modern hardware, thereby achieving greater performance gains and efficiency.

The consequences of Amdahl’s law for semi companies have been manyfold. Amdahl’s law has 
driven the development of heterogeneous computing platforms that combine different types of 
processing units (e.g., CPUs, GPUs, TPUs) to handle various tasks optimally, leveraging their spe-
cific strengths.

The implications of Amdahl’s law have also driven semiconductor companies up the stack, design-
ing software that can compel the best price performance out of these systems. They have pushed 
semiconductor companies to focus on optimizing algorithms to minimize sequential processing. 
Techniques such as model parallelism and pipeline parallelism are employed to distribute compu-
tations more effectively across multiple processing units.
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In sum, Amdahl’s law illustrates the diminishing returns of adding more processors, guiding AI 
system architects to balance between increasing computational resources and improving algorith-
mic efficiency. Semiconductor vendors have developed advanced compilers and toolchains that 
can optimize code to exploit the full potential of their hardware. These tools help in identifying 
bottlenecks in parallelism and optimizing sequential code paths. In addition, vendors provide soft-
ware libraries and frameworks optimized for their hardware to maximize performance by taking 
advantage of hardware-specific features.

At the forefront of this shift toward parallel computing has been Nvidia. For example, Nvidia no 
longer builds just chips but entire computing systems. Its DGX server integrates more than 35,000 
components and weighs 70 pounds. The complexity of these system-level solutions and associ-
ated supply chains creates an incredibly wide moat for any traditional discrete chip company to 
cross. In the AI era, as the emphasis in computing moves from chips to comprehensive systems, we 
expect systems companies will receive the bulk of semiconductor revenue, largely overshadowing 
discrete chip makers.

The importance of software. The software and the developer ecosystems have become a focus 
of semiconductor companies, understanding that optimizing the ability for apps to run on top of 
chips would help drive adoption of more GPU resources. Nvidia’s CUDA is the best example of the 
power of building a software ecosystem.

CUDA (compute unified device architecture) is a parallel computing platform and application pro-
gramming interface (API) that allows developers to use the full potential of Nvidia GPUs for gen-
eral-purpose processing. CUDA enables developers to write software that can execute thousands 
of threads (a virtual processing function associated with the physical core) simultaneously, taking 
advantage of the GPU’s massive parallel processing capabilities. This allows complex computations 
that were traditionally executed serially on CPUs to be performed much faster on GPUs. Today, 
CUDA mainly competes with AMD’s ROCm and Intel’s oneAPI platforms.

ROCm (Radeon Open Compute), AMD’s open-source alternative, aims to offer flexibility and avoid 
vendor lock-in by supporting multiple hardware platforms, not just AMD GPUs. ROCm includes 
tools like HIP (Heterogeneous-compute Interface for Portability), which facilitates the porting of 
CUDA code to ROCm with minimal changes. This makes it a compelling choice for organizations 
looking for more hardware versatility. While today CUDA remains by far the largest GPU ecosystem 
(with more than 5 million developers worldwide), other vendors have focused on the concept of 
open and interoperable software to differentiate and appeal to a broader set of customers wary of 
vendor lock-in.

Nvidia has also played a significant role in the advancement of deep learning and AI by optimizing 
popular frameworks such as TensorFlow, PyTorch, and Caffe for GPU acceleration. An AI frame-
work is a software library or platform that provides developers with the necessary tools and ab-
stractions to design, build, train, and deploy machine learning models efficiently. These frame-
works offer prebuilt components for constructing neural networks, optimizing model parameters, 
and managing data workflows, thus streamlining the development process. These frameworks use 
CUDA to distribute deep learning computations across the many cores of Nvidia GPUs, significantly 
speeding up the training and inference processes for neural networks. The development of cuDNN 
(CUDA Deep Neural Network library) further speeds up AI processing by providing highly opti-
mized routines for standard deep learning operations.
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Sitting on top of CUDA, Nvidia has developed a range of GPU-accelerated libraries that allow vari-
ous scientific and engineering applications to benefit from parallelization. Libraries such as cuB-
LAS (for linear algebra operations), cuFFT (for fast Fourier transforms), and Thrust (a parallel 
algorithm library) provide developers with the tools needed to exploit GPU parallelism without 
writing custom parallel code from scratch. Today, competitive offerings include AMD’s accelerated 
libraries (AMCL) and Intel’s Math Kernel Library.

For gaming and graphics use-cases, Nvidia has developed mRTX technology that uses specialized 
cores in its GPUs, called RT Cores, to perform ray tracing operations in real time. Ray tracing re-
quires tracing the paths of millions of rays of light as they interact with surfaces in a scene. This 
process is highly parallelizable because each ray can be processed independently, making it ideal 
for execution on a GPU with thousands of cores. By optimizing both hardware and software for ray 
tracing, Nvidia has enabled real-time rendering of highly realistic graphics in video games and sim-
ulations, previously achievable only in offline rendering systems used in film production. Competi-
tive offerings include AMD’s Radeon RX Series with RDNA 2 Architecture and Intel’s Arc Graphics.

Nvidia OptiX is a ray tracing engine that allows developers to create highly realistic images using 
GPU acceleration. It takes advantage of the parallel processing power of Nvidia GPUs to perform 
ray tracing operations, dramatically reducing the time required to render complex scenes. This 
technology is used in a variety of fields, including design visualization, virtual reality, and visual ef-
fects production, enabling artists and engineers to achieve photo-realistic results much faster than 
with traditional CPU-based rendering. Competitive offerings include AMD Radeon ProRender and 
Autodesk Arnold and Chaos V-Ray.

In the field of autonomous vehicles, Nvidia’s DRIVE platform uses GPUs to process large amounts 
of sensor data in real time, enabling ADAS and autonomous driving capabilities. The platform’s 
ability to parallelize tasks such as image processing, object detection, and path planning allows 
vehicles to react quickly and accurately to their environment. Competitive offerings include In-
tel’s Mobileye (still majority controlled) and Qualcomm’s Snapdragon Ride. Similarly, in robotics, 
Nvidia’s Jetson platform provides the computational power needed for real-time perception and 
control tasks, facilitating the development of intelligent robots. 

79087_dbcd5faf-3e13-480e-bc03-066d13994b0e.pdf



27 Jason Ader, CFA  +1 212 245 6508 

William Blair

Designing AI Clusters
AI data centers might look similar to traditional data centers, but there are considerable differ-
ences in the underlying hardware, software, power, and cooling needs of AI clusters. The term 
“clusters” references a grouping of multiple servers connected together, able to manage multiple 
hosts or tenants, and dedicated to a specific workload. These clusters can be relatively small, re-
ferring to tens of servers connected together, or large with thousands of servers interconnected 
together. In this section, we provide a brief overview of the major hardware components that must 
come together to address an expanding range of AI use-cases.

Source: Dell Technologies

Exhibit 12
From Chips to Systems
Assembling an AI Server

Compute
In response to the increasing demand for computational power in an AI-centric data center, serv-
ers will employ high-performance parallel processing chips (either GPUs or specialized ASICs like 
Google’s TPUs), which are commonly referred to as AI accelerators because they offload more 
repeatable tasks from the CPU to a specialized chip. The types of chips used and the arrangement 
of them in the server largely depends on the use-case, which in AI can generally be divided into 
training and inference use-cases—AI training is the process of teaching a model to recognize pat-
terns by adjusting its parameters based on large datasets, while AI inference is the application of 
the trained model to make predictions or decisions on new data.

Training servers, which make of the bulk of AI chip sales today, require a multitude of GPU servers 
connected through high-bandwidth, low-latency fabrics. According to research from McKinsey, the 
prevailing high-performance GenAI server architecture uses two CPUs and eight GPUs for com-
pute. Nonetheless, other form-factors are becoming more common. For example, Nvidia’s Grace-
Blackwell solution  has one CPU for every two GPUs, while Meta leverages boards with a ratio of 
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one CPU to one GPU to store massive embedding tables and perform pre-/post-processing on the 
CPU. Over the longer term, we expect that most training workloads will be executed using this type 
of CPU+GPU combination.

Inference servers are somewhat different. While the same GPUs and AI infrastructure used in 
training can also be used for inference, inference workloads typically require smaller scale because 
the amount of data input at prompt for inference is magnitudes smaller than in training.

As GenAI adoption by consumers and businesses increases, the workload is expected to shift pre-
dominantly toward inference tasks as more applications are built leveraging trained models and 
as consumers and workers engage more with AI-based services (e.g., Apple Intelligence, Microsoft 
Copilot, OpenAI’s ChatGPT, Google’s AI Search). Every interaction with these solutions will drive 
inferencing against one model, or more likely many different models (in the same way that access-
ing an app today depends on hundreds of APIs/integrations). This shift will favor specialized hard-
ware over commodity components due to the advantages in cost, energy efficiency, and optimized 
performance for specific tasks.

Specialized chips designed for inference are becoming increasingly important. For instance, 
Google’s Tensor Processing Units (TPUs) are highly optimized for inference tasks, providing high 
performance and energy efficiency for machine learning models. Similarly, Nvidia’s Tensor Cores, 
integrated into its GPUs, accelerate deep learning inference with a focus on efficiency and speed. 
Meanwhile, Field-Programmable Gate Arrays (FPGAs), such as Intel’s Stratix series, offer custom-
izable hardware acceleration tailored to specific inference workloads, providing both flexibility 
and performance.

Another notable example of a specialized chip designed for AI processing is Groq’s LPU (Language 
Processing Unit). The LPU is designed specifically for AI inference, delivering high throughput and 
efficiency. Its architecture supports scalable, high-performance processing for large-scale infer-
ence tasks. It addresses the key memory bottlenecks of memory access by leveraging more expen-
sive but much-faster static random access memory ([SRAM] versus DRAM that is typical in most 
other GPU architectures). While this can provide fast inference, it creates its own cost and power 
limitations because SRAM uses much more power, which leads to its own challenges for adoption 
at scale—e.g., the memory required to hold LLMs can be an order of magnitude higher than the 
SRAM that can be fit onto a chip.

Cores. Core counts in CPUs and GPUs are crucial because they directly impact the processing pow-
er and efficiency of a computing system. In CPUs, multiple cores allow for simultaneous execution 
of multiple threads, enhancing multitasking and overall performance. For CPUs, this means faster 
execution of tasks that are spread across multiple cores, such as data processing, simulations, and 
software development. Modern AI servers are increasingly using CPUs with higher core counts to 
handle complex data processing tasks. For instance, server-grade CPUs like the AMD EPYC series 
and Intel Xeon Scalable processors offer core counts ranging from 16 to 64 cores per chip. CPUs are 
evolving with more cores to support data-intensive tasks. For example, AMD’s EPYC 9004 series 
offers up to 96 cores, catering to HPC and AI workloads.

For GPUs, core counts are even more crucial because of their role in accelerating parallel compu-
tations. Modern GPUs like Nvidia’s A100 and H100 Tensor Core GPUs feature thousands of CUDA 
cores (e.g., A100 has 6,912 CUDA cores), which are essential for training large-scale AI models and 
performing high-speed inference.
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Unlike traditional processors that rely on multiple cores to handle parallel tasks, Groq’s LPUs use 
a single, highly parallelized core architecture. By focusing on a single core with an architecture 
tailored for parallelism, this design eliminates some of the overhead associated with managing 
multiple cores and intercore communication, offering potential advantages in certain AI use-cases 
(e.g., text-generation and NLP).

Memory/Storage
At a high level, memory is classified into a hierarchy, as shown in exhibit 13, that goes from cheap-
est and slowest storage capabilities to the fastest but more expensive capabilities. Generally, the 
fastest memory is located inside the CPU itself (registers), followed by SRAM, which is typically 
used in caches. SRAM memory leverages a much higher number of transistors to achieve the high 
speeds required, making it a denser and more power-hungry type of memory than DRAM (dy-
namic random access memory). Today, GenAI servers use two types of DRAM: 1) high-bandwidth 
memory (HBM), attached to the GPU or AI accelerators, and 2) DDR (double data rate) RAM, at-
tached to the CPU. HBM has higher bandwidth but requires more silicon for the same amount of 
data, while DDR RAM is a variant of DRAM memory that provides high-speed volatile memory, 
facilitating rapid data access.

Source: William Blair Equity Research

The Memory Hierarchy
From Chips to Systems

Exhibit 13

As transformer models grow larger, GenAI servers have been expanding memory capacity. How-
ever, the growth in memory capacity is not straightforward, posing challenges to hardware and 
software design. First, the industry faces a memory wall problem, in which memory capacity and 
bandwidth are the bottleneck for system-level compute performance. How the industry will tackle 
the memory wall problem is an open question.

One answer is that future algorithms may require less memory per inference run, slowing total 
memory demand growth. Second, custom-built AI accelerators can be lighter in memory compared 
to general CPU+GPU solutions (like Nvidia’s) because they are designed for specific use-cases like 
NLP. Third, SRAM is being tested in various chips to increase the near-compute memory, but its 
high cost and power consumption limits wide adoption.
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NAND. NAND memory is used for data storage (e.g., for the operating system, user data, and input 
and output). In 2030, NAND demand will likely be driven by dedicated data servers for video and 
multimodel data. This data will require substantial storage (for example, for training on high-res-
olution video sequences and retrieving data during inference). McKinsey expects the total NAND 
demand to be 2 million to 8 million wafers, corresponding to one to five fabs.

Network
GenAI requires high-bandwidth and low-latency connectivity between the servers and between 
the various components of the servers. A larger amount of network interfaces and switches are 
required to create all the connections. At its core, AI is a distributed computing problem. AI clus-
ters, which connect thousands of GPUs together, require multiple layers of network connectivity, 
including a front-end network that connects out to the internet or other data centers; a middle 
layer that interconnects GPUs together and with NICs (network interface cards), CPUs, and other 
components (referred to as scale-up network); and a back-end layer that connects the GPU servers 
together into clusters (referred to as scale-out network).

The AI opportunity for networking is growing as AI clusters become larger, particularly as it re-
lates to back-end networks. As the size of AI clusters scale, the number of GPU servers connected 
continues to increase, driving greater need for fast, low-latency network fabrics. Broadcom’s own 
data has shown that the number of GPUs per cluster has grown from on average 4,000 in 2022, to 
10,000 in 2023, to 30,000 in 2024. By 2027, industry leaders like Broadcom expect we could start 
seeing clusters with more than 1 million GPUs.

The Ethernet-InfiniBand debate. Over the last two years, the debate around which networking 
protocol to use in AI clusters has raged between the HPC incumbent InfiniBand and the long-
standing standard for traditional data center networks, Ethernet. Nvidia’s acquisition of Mellanox 
(the key provider of InfiniBand technology) has pushed strong growth in InfiniBand over the last 
few years, as Nvidia promotes, bundles, and pushes its InfiniBand technology as optimal for AI 
clusters. Nonetheless, we have seen consensus grow that as the Ethernet technology matures and 
is adjusted to handle some of the challenges of AI networking, it will gain greater and greater share 
in the AI networking space.

InfiniBand is a high-performance network architecture designed primarily for data centers and 
HPC environments. It provides very low latency and high throughput, often in the range of micro-
seconds for latency and several hundred gigabits per second (Gbps) for bandwidth. InfiniBand 
uses a point-to-point switched fabric topology, which helps minimize congestion and optimize 
data transfer speeds. In addition, it supports remote direct memory access (RDMA), which allows 
data to be transferred directly between memory locations on different computers without involv-
ing the CPU, leading to faster data processing and lower latency. This makes InfiniBand particularly 
well-suited for applications requiring fast, large-scale data transfers, such as scientific simulations, 
financial modeling, large-scale data analytics, and of course AI.

Ethernet, on the other hand, is the most widely used networking technology for both local area 
networks (LANs) and wide area networks (WANs). It is known for its robustness, flexibility, and 
ease of use. Ethernet has evolved significantly over the years, with current standards like 100/400 
GE and soon 800 GE. Despite its higher latency compared to InfiniBand, Ethernet’s ubiquity, cost-
effectiveness, and extensive support make it suitable for a broad range of applications, including 
enterprise networking, cloud computing, and internet services. Ethernet also supports various 
quality-of-service features, which help manage network traffic effectively.

While InfiniBand has benefited from being at the right place at the right time, addressing the high-
speed networking needs of GenAI clusters, it suffers from its more restrictive functionality (e.g., 
expensive, rigid, difficult to scale, sole-sourced from Nvidia). In contracts, Ethernet benefits from 
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1) a deep multivendor ecosystem for NICs, switches, optics, and tooling; 2) well-understood op-
erations, debugging, and monitoring; 3) robust scalability; 4) a proven record of success across all 
prior exiting workloads/use-cases; and 5) perhaps most importantly its lower cost to purchase 
and deploy.

Today InfiniBand has a dominant share in AI clusters (a nascent market), largely because it is 
bundled with Nvidia GPUs. Nonetheless, Ethernet is expected to catch up and become the domi-
nant approach for AI networking as the industry establishes the right open standards—the Ultra 
Ethernet Consortium (UEC) expects to release updated modern standards for RoCE (RDMA over 
Converged Ethernet) in early 2025, with vendor products expected soon after. This next genera-
tion of Ethernet standards will leverage dynamic multipath flow, improved packet spraying, and 
a more scalable control plane to enable the massive bandwidth needs of these GPU clusters. Even 
Nvidia, which has a built a large InfiniBand business, expects its Ethernet technologies to see im-
mense growth in 2025, becoming a multibillion-dollar business in its own right.

The early nature of the Ethernet network buildouts for AI supports our view that we are not reach-
ing the end of an AI investment cycle, but rather remain several years away from supply potentially 
outpacing demand. According to commentary from Cisco, Arista, and Nvidia, 2025 will be charac-
terized by the buildout of a first wave of production-grade Ethernet-based AI clusters. Indications 
are that in 2026/2027, a wave of even larger 100,000-plus GPU clusters will be built. This supports 
our view that companies like Nvidia and Broadcom are still in the early innings of monetizing this 
AI investment cycle.

Source: William Blair Equity Research

Exhibit 14
From Chips to Systems

Network Topology for Generative AI Clusters

GPU Cluster 1 GPU Cluster 2 GPU Cluster 3 GPU Cluster 4
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Power/Energy Consumption
Our William Blair colleague recently published a report examining the impact of AI on energy con-
sumption. For more detailed analysis on the question of energy/power, please see the following 
report: The Power Behind Artificial Intelligence.

Alongside the growing demand in AI infrastructure has been an increased demand in power/en-
ergy. This demand for more energy manifests across two axes: 1) increased demand in overall 
energy, which has prompted concerns about the ability to generate enough energy with today’s 
production levels to power these energy-hungry net new workloads, and 2) need of higher energy 
density in data centers, which is requiring a rewiring and redesign of data centers to pack more 
wafers per square foot to feed the high-density servers. 

The rapid growth of AI has sparked significant concerns regarding energy availability and grid 
stability. As AI applications, particularly in large language models and data processing, continue to 
expand, their energy demands have escalated dramatically. U.S. data centers alone are projected 
to see their electricity consumption triple by 2030, potentially reaching up to 390 terawatt-hours, 
which would account for about 7.5% of the nation’s total electricity demand. This surge is placing 
immense strain on the power grid, with some regions already experiencing delays in connecting 
new facilities due to insufficient power capacity.

The energy-intensive nature of AI, driven by specialized chips and massive computational needs, 
has led to concerns that current grid infrastructure may not be able to keep pace with this rapid 
increase in demand. This is compounded by the slow progress in expanding and upgrading the 
grid, with some key components like transformers facing significant backlogs. In some cases, utili-
ties have had to delay the closure of coal-fired power plants to meet the sudden spike in demand, 
which poses a challenge to sustainability goals.

Furthermore, there is a growing recognition that simply improving energy efficiency in AI opera-
tions may not be sufficient to curb overall consumption. New strategies, such as the development 
of edge data centers and the implementation of flexible computing loads that adjust based on grid 
availability, are being explored to mitigate these challenges. However, substantial investments in 
grid infrastructure and innovative solutions will be crucial to avoid potential blackouts and ensure 
that AI can continue to grow without overwhelming the energy supply.

Meanwhile, rack densities, defined as the power consumed by a cabinet of servers, illustrate the 
significant contrast between traditional and AI data centers. Conventional data centers typically 
operate at rack power densities ranging from 5 to 15 kW. In contrast, AI training workloads can de-
mand much higher power, reaching up to 150 kW (e.g., Nvidia’s latest GB200 NVL72 rack solution 
requires 120 kW per rack). Experts predict these figures will continue to rise, potentially reaching 
power densities of 250 kW or even 300 kW in the coming years.

Moreover, as rack power density increases, data centers will transition from air-based cooling to 
liquid cooling solutions. This shift will necessitate new server and rack designs capable of sup-
porting increased weights, incorporating technologies like direct-to-chip liquid cooling and full-
immersion cooling.

Cooling
The evolution of data center cooling is intertwined with the development of computing technology 
itself. In the early days of computing, mainframe computers and early data centers were primarily 
cooled using basic ventilation and air conditioning systems, which sufficed for the relatively low-
density computational loads of the time.

79087_dbcd5faf-3e13-480e-bc03-066d13994b0e.pdf



33 Jason Ader, CFA  +1 212 245 6508 

William Blair

As computing power increased, data centers began to house more servers and equipment, so the 
need for more sophisticated cooling solutions became evident. In the 1980s and 1990s, air-based 
cooling systems were the standard. Raised floor designs, which allowed cold air to be distributed 
through perforated tiles invented upward to cool equipment, became prevalent. These systems 
used computer room air conditioners (CRACs) and later computer room air handlers (CRAHs), 
which were more efficient.

The early 2000s saw the advent of more advanced cooling technologies. Liquid cooling, once 
deemed impractical for large-scale use, began to make a comeback due to its higher efficiency and 
heat removal. Innovations like hot aisle/cold aisle containment improved air flow management, 
significantly enhancing cooling efficiency by separating hot and cold air streams.

As of 2023, the global data center cooling market was valued at about $13 billion and is projected 
to grow at a compound annual rate of roughly 13% through 2025, according to data from Market-
andMarkets. Modern data center cooling technologies have evolved to meet the demands of in-
creased computing power and energy efficiency. Some of the prominent cooling solutions include:

1.	 Air-based cooling: still widely used, especially in smaller data centers, but with significant 
improvements in efficiency. Innovations include more sophisticated air flow management and 
advanced CRAC/CRAH units.

2.	 Liquid cooling: gaining traction for its superior efficiency and heat removal. Two main types 
are in use:

a.	 Direct-to-chip cooling: Liquid is circulated directly to the heat-generating components.

b.	 Immersion cooling: Servers are submerged in a thermally conductive but electrically insu-
lating liquid.

3.	 Free cooling: uses external environment conditions, such as cool air or water, to dissipate 
heat, reducing reliance on mechanical refrigeration. Popular in regions with cooler climates.

Software
What we have seen in the earliest days of AI is that the software engineers really understand the 
trade-off between the performance of the system and the precision of the system. If they are some-
how limited in bandwidth, energy, or otherwise, they turn it into a software problem. If they do 
not have enough bandwidth, they can reduce the precision of the numbers, and they train specifi-
cally for reduced precision or for sparsity. In the AI field, there is a holistic view of integration be-
tween the software side and hardware side. In the same way that programmers have been forced 
to become more architecturally aware over the last 20 years, considering cache size and processor 
architecture, in the future programmers will have to be more cognizant about things like power 
limitations in the system and use tools and APIs that let them trade off power for performance.

Semiconductor Value Chain
While the semiconductor value chain is complex, particularly as the types of chips have become 
more complex, the basic components are largely the same as they were in the early days. Individual 
semiconductor chips are designed with the aid of advanced software. Chemicals, gases, and other 
materials are combined in an intricate series of operations that use complex manufacturing to 
product wafers containing a large number of dies—each die (assuming it does not suffer from fatal 
defects) forms the basis for a semiconductor chip. Individual die are cut from fabricated wafers, 
tested for defects, and assembled into complex packages that combine wire contacts with insulat-
ing material to form the finished chip.
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Source: William Blair Equity Research

Exhibit 15
From Chips to Systems
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GPUs, Software, and Structurally Higher Margins for Semi 
Leaders

The market has generally rewarded semiconductor companies for specializing in distinct parts 
of the value chain. This way of working transformed an industry that was initially vertically in-
tegrated (semiconductor design, semiconductor manufacturing, and system integration) into an 
ecosystem focused on specific areas of design, manufacturing, and/or systems.

Today, we are seeing the pendulum swing back toward verticalization as vendors see greater ability 
to improve chip performance by controlling and optimizing all the data center elements around it. 
This vertical integration trend is distinctly different from the vertical integration that occurred at the 
inception of the semiconductor and IDM industry more than 50 years ago. Now, vertical integration 
is all about optimizing systems for use-cases and capturing more value from the end-customer.

As chip companies move up the tech stack to optimize the performance of their systems and capture 
more of the value from their end-customers, they have been able to drive better gross margins for 
their solutions. Another way to think about it is that as more software and systems design IP is inte-
grated into chip solutions, semi vendors are able to drive more differentiation and value for their cus-
tomers, which allows them to drive better margins. In addition, as companies like Nvidia deliver more 
of their IP outside traditional chip design, they are able to attract the higher gross margins seen in the 
software sector. Generally, incremental software improvement costs much less to implement than the 
incremental chip improvement—i.e., it is much easier to update software then to tape out a new chip.

Nvidia is a prime example of this, with its gross margins having increased from the low- to mid-
60% range from 2017 to 2022 to the mid-70% range over the last year. While some of this mar-
gin improvement can be associated with Nvidia’s pricing power in the market (because of limited 
supply and still limited competition from other vendors), we expect these gross margins should 
remain stickier even as core GPU technology becomes increasingly commoditized.

Sources: Nvidia and William Blair Equity Research

From Chips to Systems
Comparing Gross Margins Across the IT Industry

Exhibit 16

Note: Software margins taken as average of MDB, CRM, ORCL, TEAM, NET, NTNX, DDOG, and BOX gross margins. Semi margins 
taken as average of INTC, AMD, QCOM, MU, NXPI, TXN, ADI, and Samsung. Hardware margins taken as DELL, HPE, SMCI, and 
Lenovo. Cloud margins based on William Blair estimates for AWS, Azure, and GCP gross margins and includes IaaS and higher-
margin PaaS.
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Moore’s Law Squared?
Moore’s law squared refers to the accelerated pace of improvement in AI model performance, driv-
en by advancements in both hardware and software. Traditionally, Moore’s law observed that the 
number of transistors on a microchip doubles approximately every two years, leading to exponen-
tial increases in computing power and decreases in cost. Moore’s law squared builds on this con-
cept, suggesting that the performance of AI systems improves even more rapidly due to significant 
algorithmic innovations and software enhancements alongside hardware improvements.

The term captures how specialized AI hardware, such as TPUs and GPUs, boosts computational 
capabilities beyond what traditional CPU improvements alone would achieve. Concurrently, al-
gorithmic advancements, like the development of transformer architectures and techniques such 
as model pruning and quantization, contribute to more efficient AI training and inference. Soft-
ware optimizations in AI frameworks and libraries further enhance performance by maximizing 
hardware utilization. This synergy leads to exponential growth in AI capabilities that outpaces the 
original predictions of Moore’s law.

Conclusion
Just as every technology wave has had a profound impact on computing (from mainframes to PCs 
to smartphones, and then cloud), we expect AI will follow a similar trajectory. AI is refocusing 
the entire semiconductor ecosystem on system-level efficiencies for data centers as companies 
embark on an arms race to become leaders in AI. As a result, discrete chip manufacturers have 
had to move up the stack and embrace verticalization to remain competitive. AMD’s August 2024 
announcement that it was acquiring server building company ZT Systems for nearly $5 billion is 
one more strong point of evidence that semi companies need to move up the stack or they will 
fall behind.

We remain steadfastly convinced in the long-term impacts of this shift to AI and the positive ben-
efits it will have on companies that have increasingly adopted a systems approach to their solu-
tions; still, the rapid pace of spending on GPUs and AI infrastructure may create some near-term 
volatility in results. In this AI arms race, supply and demand may not perfectly match up, which 
creates heightened risk for oversupply and overcapacity at some point. The reverse is potentially 
also true, but until we gain a more definitive view on what the end-demand (enterprise/consum-
er) looks like, and in particular what the ROI is of the hundreds of billions of dollars of spend on 
AI infrastructure over the last year, it could be challenging for vendors to maintain the pace of 
outperformance that investors have become accustomed to over the last year.

Nonetheless, commentary from leaders at the largest technology companies keep us bullish on 
this investment cycle. As Alphabet’s CEO noted in his July 2024 earnings call, the risk of underin-
vesting is dramatically greater than the risk of overinvesting. In September 2024, Oracle CTO Larry 
Ellison espoused his own belief that AI spending will continue at pace as large technology compa-
nies vie to create the best foundational models and as virtually all other companies embed AI into 
their applications and workflows. The largest companies remain committed to this AI investment 
cycle, seeing it as existential to remain competitive in this next technology wave.
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The prices of the common stock of other public companies mentioned in this report follow:

Alphabet, Inc. (Outperform)	 $158.06 
AMD	 $152.08 
Arista Networks (Outperform)	 $359.16 
Amazon.com (Outperform)	 $184.89 
Broadcom (Outperform)	 $164.02 
Cadence Designs Systems	 $273.13 
Cisco Systems (Market Perform)	 $51.03 
Intel	 $20.91 
Marvell Technology (Not Rated)	 $73.40 
Micron	 $87.18 
Microsoft (Outperform)	 $431.34 
Meta (Outperform)	 $533.28 
Monolithic Power (Not Rated)	 $885.23 
Qualcomm	 $166.61 
SuperMicro	 $449.10 
Synopsys	 $498.57 
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